
We're introducing Helix, a generalist Vision-Language-Action (VLA) model that unifies

perception, language understanding, and learned control to overcome multiple

longstanding challenges in robotics. Helix is a series of firsts:

Fu l l -u ppe r -b o d y  c o n t r o l : Helix is the first VLA to output high-

rate continuous control of the entire humanoid upper body, including wrists, torso, head,
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and individual fingers.

Mu l t i -r o b o t  c o l l a b o r a t i o n : Helix is the first VLA to

operate simultaneously on two robots, enabling them to solve a shared, long-horizon

manipulation task with items they have never seen before.

Pi c k  u p a n y t h i n g :  Figure robots equipped with Helix can now pick up

virtually any small household object, including thousands of items they have never

encountered before, simply by following natural language prompts.

On e  n e u r a l  n e t w o r k : Unlike prior approaches, Helix uses a single set

of neural network weights to learn all behaviors—picking and placing items, using

drawers and refrigerators, and cross-robot interaction—without any task-specific fine-

tuning.

Co m m e r c i a l -r e a d y : Helix is the first VLA that runs entirely onboard

embedded low-power-consumption GPUs, making it immediately ready for commercial

deployment.

V i d eo  1 :  Co l l a b o ra ti v e gro c ery  s to ra ge.  A  s i ngl e  s et o f  H el i x  neu ra l  netw o rk  w ei gh ts  ru ns

s i mu l ta neo u s l y  o n tw o  ro b o ts  a s  th ey  w o rk  to geth er to  p u t a w a y  gro c eri es  nei th er ro b o t h a s  ev er s een

b ef o re.
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N e w  S c a l i n g  f o r  H u m a n o i d  R o b o t i c s

The home presents robotics' greatest challenge. Unlike controlled industrial settings,

homes are filled with countless objects–delicate glassware, crumpled clothing, scattered

toys–each with unpredictable shapes, sizes, colors, and textures. For robots to be useful

in households, they will need to be capable of generating intelligent new behaviors on-

demand, especially for objects they've never seen before.

The current state of robotics will not scale to the home without a step change. Teaching

robots even a single new behavior currently requires substantial human effort: either

hours of PhD-level expert manual programming or thousands of demonstrations. Both are

prohibitively expensive when we consider how vast the problem of the home truly is.

F i gu re 1 :  S c a l i ng c u rv es  f o r d i ff erent a p p ro a c h es  to  a c qu i ri ng new  ro b o t s k i l l s .  I n c o nv enti o na l

h eu ri s ti c  ma ni p u l a ti o n,  s k i l l s  gro w  w i th  P h D s  w h o  ma nu a l l y  s c ri p t th em.  I n c o nv enti o na l

ro b o t i mi ta ti o n l ea rni ng,  s k i l l s  s c a l e  w i th  d a ta  c o l l ec ted .  W i th  H el i x ,  new  s k i l l s  c a n b e

s p ec i fi ed  o n th e fl y  w i th  l a ngu a ge.

But other domains of AI have mastered this kind of instant generalization. What if we

could simply translate the rich semantic knowledge captured in Vision Language Models

(VLMs) directly into robot actions? This new capability would fundamentally alter robotics'

scaling trajectory (Figure 1). Suddenly, new skills that once took hundreds of

demonstrations could be obtained instantly just by talking to robots in natural language.
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The key problem becomes: how do we extract all this common-sense knowledge from

VLMs and translate it into generalizable robot control? We built Helix to bridge this gap.A b o u t
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Helix is a first-of-its-kind "System 1, System 2" VLA model for high-rate, dexterous control

of the entire humanoid upper body. 

Prior approaches face a fundamental tradeoff: VLM backbones are general, but not fast,

and robot visuomotor policies are fast but not general. Helix resolves this tradeoff through

two complementary systems, trained end-to-end to communicate:

System 2 (S2): An onboard internet-pretrained VLM operating at 7-9 Hz for scene

understanding and language comprehension, enabling broad generalization across

objects and contexts.

System 1 (S1): A fast reactive visuomotor policy that translates the latent semantic

representations produced by S2 into precise continuous robot actions at 200 Hz.

This decoupled architecture allows each system to operate at its optimal timescale. S2

can "think slow" about high-level goals, while S1 can "think fast" to execute and adjust

actions in real-time. For example, during collaborative behavior (see Video 2), S1 quickly

adapts to the changing motions of a partner robot while maintaining S2's semantic

objectives.

Helix: A "System 1, System 2" VLA for Whole
Upper Body Control
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V i d eo  2 :  H el i x  a l l o w s  f o r f a s t fi ne gra i ned  mo to r a d j u s tments ,  nec es s a ry  w h en rea c ti ng to  a

c o l l a b o ra ti v e p a rtner,  w h i l e  c a rry i ng o u t no v el  s ema nti c  go a l s .

Helix's design offers several key advantages over existing approaches:

S pe e d  a n d  G e n e r a l i z a t i o n : Helix matches the speed of

specialized single-task behavioral cloning policies while generalizing zero-shot to

thousands of novel test objects.

S c a l a b i l i t y : Helix directly outputs continuous control for high-

dimensional action spaces, avoiding complex action tokenization schemes used in prior

VLA approaches, which have shown some success in low-dimensional control setups

(e.g. binarized parallel grippers) but face scaling challenges with high-dimensional

humanoid control.

Ar c h i t e c t u r a l  S i m pl i c i t y : Helix uses standard architectures -

an open source, open weight VLM for System 2 and a simple transformer-based

visuomotor policy for S1.

S e pa r a t i o n  o f  c o n c e r n s : Decoupling S1 and S2 allows us to

iterate on each system separately, without constraints of finding unified observation

space or action representations.
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Da t a

We collect a high quality, multi-robot, multi-operator dataset of diverse teleoperated

behaviors, ~500 hours in total. To generate natural language-conditioned training pairs, we

use an auto-labeling VLM to generate hindsight instructions. The VLM processes

segmented video clips from the onboard robot cameras, prompted with: "What instruction

would you have given the robot to get the action seen in this video?" All items handled

during training are excluded from evaluations to prevent contamination.

Ar c h i t e c t u r e

Our system comprises two main components: S2, a VLM backbone, and S1, a latent-

conditional visuomotor transformer. S2 is built on a 7B-parameter open-source, open-

weight VLM pretrained on internet-scale data. It processes monocular robot images and

robot state information (consisting of wrist pose and finger positions) after projecting

them into vision-language embedding space. Combined with natural language commands

specifying desired behaviors, S2 distills all semantic task-relevant information into a single

continuous latent vector, passed to S1 to condition its low-level actions.

S1, an 80M parameter cross-attention encoder-decoder transformer, handles low-level

control. It relies on a fully convolutional, multi-scale vision backbone for visual processing,

initialized from pretraining done entirely in simulation. While S1 receives the same image

and state inputs as S2, it processes them at a higher frequency to enable more

responsive closed-loop control. The latent vector from S2 is projected into S1's token

space and concatenated with visual features from S1's vision backbone along the

sequence dimension, providing task conditioning.

S1 outputs full upper body humanoid control at 200hz, including desired wrist poses,

finger flexion and abduction control, and torso and head orientation targets. We append to

the action space a synthetic "percentage task completion" action, allowing Helix to

predict its own termination condition, which makes it easier to sequence multiple learned

behaviors.

T r a i n i n g

Model and Training Details
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Helix is trained fully end-to-end, mapping from raw pixels and text commands to

continuous actions with a standard regression loss. Gradients are backpropagated from

S1 into S2 via the latent communication vector used to condition S1's behavior, allowing

joint optimization of both components. Helix requires no task-specific adaptation; it

maintains a single training stage and single set of neural network weights without

separate action heads or per-task fine-tuning stages.

During training, we add a temporal offset between S1 and S2 inputs. This offset is

calibrated to match the gap between S1 and S2's deployed inference latency, ensuring

that the real-time control requirements during deployment are accurately reflected in

training.

Opt i m i z e d  S t r e a m i n g  I n f e r e n c e

Helix's training design enables efficient model parallel deployment on Figure robots, each

equipped with dual low-power-consumption embedded GPUs. The inference pipeline splits

across S2 (high-level latent planning) and S1 (low-level control) models, each running on

dedicated GPUs. S2 operates as an asynchronous background process, consuming the

latest observation (onboard camera and robot state) and natural language commands. It

continuously updates a shared memory latent vector that encodes the high-level

behavioral intent.

S1 executes as a separate real-time process, maintaining the critical 200Hz control loop

required for smooth whole upper body action. It takes both the latest observation and the

most recent S2 latent vector. The inherent speed difference between S2 and S1 inference

naturally results in S1 operating with higher temporal resolution on robot observations,

creating a tighter feedback loop for reactive control. 

This deployment strategy deliberately mirrors the temporal offset introduced in training,

minimizing the train-inference distribution gap. The asynchronous execution model allows

both processes to run at their optimal frequencies, allowing us to run Helix as fast as our

fastest single task imitation learning policies.

Results
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V i d eo  3 :  H el i x 's  V L A  c o ntro l s  th e f u l l  h u ma no i d  u p p er b o d y ,  a  fi rs t i n ro b o t l ea rni ng.

Fi n e -g r a i n e d  V L A w h o l e  u ppe r  b o d y  c o n t r o l

Helix coordinates a 35-DoF action space at 200Hz, controlling everything from individual

finger movements to end-effector trajectories, head gaze, and torso posture. Head and

torso control pose unique challenges—as they move, they change both what the robot

can reach and what it can see, creating feedback loops that have historically caused

instability. Video 3 demonstrates this coordination in action: the robot smoothly tracks its

hands with its head while adjusting its torso for optimal reach, all while maintaining precise

finger control for grasping. Historically, achieving this level of precision with such a high-

dimensional action space has been considered extremely challenging, even for a single

known task. To our knowledge, no prior VLA system has demonstrated this degree of real-

time coordination while maintaining the ability to generalize across tasks and objects.
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V i d eo  4:  H el i x  c o o rd i na tes  p rec i s e mu l ti - ro b o t ma ni p u l a ti o n.

Z e r o -s h o t  m u l t i -r o b o t  c o o r d i n a t i o n

We push Helix to the limit in a challenging multi-agent manipulation scenario: collaborative

zero-shot grocery storage between two Figure robots. Video 1 showcases two

fundamental advances: The robots successfully manipulate entirely novel groceries—

items never encountered during training—demonstrating robust generalization across

diverse shapes, sizes, and materials. Additionally, both robots operate using identical Helix

model weights, eliminating the need for robot-specific training or explicit role assignments.

They achieve coordination through natural language prompts like "Hand the bag of

cookies to the robot on your right" or "Receive the bag of cookies from the robot on your

left and place it in the open drawer" (see Video 4). This marks the first demonstration of

flexible, extended collaborative manipulation between multiple robots using a VLA,

particularly significant given their successful handling of completely novel objects.

E m e r g e n t  " Pi c k  u p a n y t h i n g "
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We find that Figure robots equipped with Helix can pick up virtually any small household

object with a simple "Pick up the [X]" command. In systematic testing, the robots

successfully handled thousands of novel items in clutter—from glassware and toys to

tools and clothing—without any prior demonstrations or custom programming.

Particularly notable is how Helix bridges the gap between internet-scale language

understanding and precise robot control. When prompted to "Pick up the desert item", for

instance, Helix not only recognizes that a toy cactus matches this abstract concept, but

also selects the closest hand and executes the precise motor commands needed to

grasp it securely.

This general-purpose "language-to-action" grasping capability opens new exciting new

possibilities for humanoid deployment in unstructured environments.
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V i d eo  5:  H el i x  tra ns l a tes  h i gh  l ev el  c o nc ep tu a l  c o mma nd s  l i k e "P i c k  u p  th e d es ert i tem" to  l o w -

l ev el  a c ti o n.

H e l i x ' s  t r a i n i n g  i s  h i g h l y  e f f i c i e n t

Helix achieves strong object generalization with remarkably few resources. We train Helix

with ~500 hours of high quality supervised data in total, a small fraction of the size of

previously collected VLA datasets (<5%), and without any dependencies around multi-

robot-embodiment collect or multiple stages of training. We note that this is a scale of

collect more comparable to modern single-task imitation learning datasets. Despite this

comparatively small data requirement, Helix scales to the significantly more challenging

action space of full upper body humanoid control, with high-rate, high-dimensional

outputs.

A s i n g l e  s e t  o f  w e i g h t s

Existing VLA systems often require specialized fine-tuning or dedicated action heads to

optimize performance across different high-level behaviors. Remarkably, Helix achieves

strong performance across diverse tasks with a single unified model. Using just one set of

neural network weights (7B for System 2, 80M for System 1), Helix picks and places items
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in various containers, operates drawers and refrigerators, coordinates dexterous multi-

robot handovers, and manipulates thousands of novel objects.

V i d eo  6:  "P i c k  u p  th e h el i x "

We have presented Helix, the first Vision-Language-Action model to directly control an

entire humanoid upper body from natural language. Unlike earlier robot systems, Helix is

capable of generating long-horizon, collaborative, dexterous manipulation on the fly

without any task-specific demonstrations or extensive manual programming. Helix

displays strong object generalization, being able to pick up thousands of novel household

items with varying shapes, sizes, colors, and material properties never encountered before

in training, simply by asking in natural language. This represents a transformative step

forward in how Figure scales humanoid robot behaviors—one that we believe will be

pivotal as our robots increasingly assist in everyday home environments.

While these early results are truly exciting, we think they only scratch the surface of what

is possible. We are eager to see what happens when we scale Helix by 1,000x and

beyond. If you’re as fascinated by the possibilities of Helix—and the future of dexterous

humanoid robotics, we invite you to join us on this journey.
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Consider joining our Helix team to help scale Embodied AI to millions of robots. Check out

our open roles here.
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